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https://medium.com/greyatom/introduction-to-natural-language-processing-
78baac3c602b 



Methodology 

Understanding Data 

Data Cleaning 

Natural Language Processing 

Neural Network 



Understanding the Data 



Understanding the Data 

• Flag Words – impact, affect, contaminate… 
• Media – soil, groundwater, indoor air… 
• Modifier – greater than, less than… 
• Chemical – CVOCs, gasoline, petroleum, 

TCE… 



Data Cleaning 

• Compile reports/tech screen scores 
• Unlock reports 
• Extract PDF reports to text 
• Identify/aggregate keyword/flag word 

sentences 
• Images/Tables? 
• Eliminate non-essential numeric characters 
• Annotate extracted sentences 

 

 

https://www.invensis.net/blog/data-processing/5-
advantages-of-data-cleansing/ 



Natural Language Processing 

 

Word To Vector 

 

• Term Frequency - Inverse 
Document Frequency  

 

• Skip-Gram / Neighbor words 
prediction 

 

 

 

 
https://primer.ai/blog/Chinese-Word-Vectors/ 



Neural Network 
Artificial neural networks are computing systems vaguely inspired by 
the biological neural networks that constitute animal brains. 
(https://en.wikipedia.org/wiki/Artificial_neural_network) 

https://dzone.com/articles/an-introduction-to-the-artificial-neural-network 



Neural Network 

Long short-term memory model is a recurrent neural 
network composed of units/cells with an input gate, an 
output gate and a forget gate. The cell remembers 
values over arbitrary time intervals and the three gates 
regulate the flow of information into and out of the 
cell. (https://en.wikipedia.org/wiki/Long_short-term_memory) 

 

 

 

A Convolutional Neural Network (CNN) is comprised of 
one or more convolutional layers and then followed by 
one or more fully connected layers. The architecture of 
a CNN is designed to take advantage of the input 
feature local connections and tied weights followed by 
some form of pooling which results in translation of 
invariant features. 
(http://ufldl.stanford.edu/tutorial/supervised/ConvolutionalNeuralNetwo
rk/) 

  

For Example: You remember you eat 
lunch, how to eat lunch, what you like 
for lunch, what you had for lunch, and 
you try new foods for lunch that you 
may or may not like 

For Example: If you look at a small 
portion of a picture of a cat you may 
only see fur, as you move your view 
frame over the cat picture you see more 
cat features, cat ears, cat mouth and 
cat eyes until you finally realize you are 
looking at a picture of a cat. 

Long Short Term Memory 

Convolutional Neural Network 



PDF Sentence Extraction  



Long Short Term Memory 

http://www.bbc.co.uk/schools/gcsebitesize/science
/add_ocr_21c/brain_mind/complexrev3.shtml 



Convolutional Neural Network 

https://www.ayasdi.com/blog/artificial-intelligence/using-topological-data-analysis-understand-behavior-convolutional-neural-networks/ 

Convolutional Neural Network 



Convolutional Neural Network 

https://www.researchgate.net/figure/Overview-of-the-basic-CNN-architecture-A-Each-word-within-a-discharge-note-is_fig1_323213106 

Convolutional Neural Network 



Long Short Term Memory Result 

Summary 
 
1. Final test accuracy of model 

- Positive flag prediction accuracy: 70% 
- Negative flag prediction accuracy: 90% 

 
2. More training steps increase largely on 
positive flag prediction accuracy, with a trade off 
of slight decrease on negative accuracy 



Convolutional Neural Network Result 

Summary 
 
1. Final test accuracy of model 

- Positive flag prediction accuracy: 96% 
- Negative flag prediction accuracy: 85% 

 
2. Add punishment when model predict negative 
but the real situation is positive. Model has a 
better positive accuracy than negative accuracy. 



Summary and Conclusion 

● NLP with deep learning methods (CNN and LSTM-RNN) provides a feasible 
solution for flag condition prediction of text based IRA reports. In both the 
CNN and LSTM model, prediction performance shows promising results on 
correctly identifying positive flag conditions based on the collected test 
reports. 
 

● Further data cleaning, more balanced data sampling, and a more 
comprehensive model will increase the accuracy on flag condition predictions. 
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